






Algorithm 2 BasicCTUO: Update the top-k list.

Require: A grid with updated lower bound on each cell.
Ensure: The top-k list is updated.
1: Illuminate all cells whose lower bound is less than SKu

2: for each cell in the grid in the increasing order of the
lower bound do

3: if The lower bound of this cell lb is larger than SKu

then
4: Break this loop and return the top-k objects.
5: else
6: Find the partial top-k unsafe objects in this cell,

then update the top-k list using these objects.
7: Update SKu to be the current upper bound of the

top-k list (if this top-k list is not full, set SKu =
+∞).

8: end if
9: end for

Algorithm 3 BasicCTUO: Maintenance for updating pro-
tected objects

Require: An update of a moving object.
Ensure: The top-k list is updated.
1: if The object is a protected object. then
2: if The object is in an illuminated cell then
3: Calculate its safety by checking only the police force

in illuminated cells;.
4: else
5: Set the safety of the object as its safety require-

ment (the safety lower bound of this cell should be
updated too).

6: end if
7: Invoke Alg. 2 to update the top-k list when the safety

of this object is smaller than SK, or a dark cell is just
illuminated.

8: else
9: Update the lower bound of the cells intersecting with

the protect region before and after updating.
10: if All these updated cells have lower bounds higher

than SKu then
11: Nothing need to be updated for the top-k list.
12: else
13: Invoke Alg. 2 to update the top-k list.
14: end if
15: end if

algorithm uses a brute-force strategy processing all the data
points influenced by the update. Here the data points“influ-
enced”refer to the ones whose safety weights may be changed
due to the update. To minimize possible systematic error on
the running time, the number of cells loaded when running
is considered as the main measurement on the performance
of algorithms, since the main goal of BasicCTUO is to re-
duce the unnecessary cost of loading data between memory
and disk every time when updating.

Figure 3: Naive and BasicCTUO performance on
different grid density.

The algorithms are implemented in Java on a Mac OS X
10.5.8 system with a 2.2 GHz Intel Core 2 Duo CPU and 4
GB 667 MHz DDR2 SDRAM. All the data are generated by
the Network-based Generator of Moving Objects [1] along
the Oldenburg road network. Different configurations on
parameters, including the monitoring time, the grid density
and the protection radius, are used in our experiments to il-
lustrate different properties of BasicCTUO. Fig. 3 shows the
performance when the grid density of the map is changed. It
is clear that BasicCTUO always beats the naive algorithm
with the same grid density (N means the naive algorithm),
however the increasing grid density causes downgrade on
performance of BasicCTUO due to the overhead of monitor-
ing more small cells within the same protect radius. Fig. 4
shows the performance of the BasicCTUO changes when the
radius of the protection region varies, where a larger protec-
tion region also indicates the overhead on more cells to be
monitored.

4.1 BasicCTUO for a Category of CRTQ
Our BasicCTUO algorithm can be extended onto other

spatial continuous relational top-k queries, if these queries
have the similar characteristics on their group and score
functions. In details, they should satisfy the following con-
ditions.

• Objects are grouped based on the closeness to the ref-
erence point. This condition utilizes the grid index to
minimize the overhead of join operations. It can be
formally defined as the closeness-grouping property :

Property 1. Closeness Grouping: For data objects
r0, r1 and r2, if dist(r0, r1) ≤ dist(r0, r2) and FG(r0, r2)
= true, then FG(r0, r1) = true. Here dist is the Eu-
clidean distance of the two objects.



Figure 4: BasicCTUO on different protection radius.

For example, this property holds on a k-NN group
function like FG(r0, r) = {r is one of the k-NN of r0.}

• The score function is monotone increasing on each ob-
ject in the group. This condition makes sure that up-
dates can be pre-processed over the grid in memory
without inspecting the content of the cell. Formally it
can be defined as the monotone scoring :

Property 2. Monotone Scoring: Given a data ob-
ject r0 and its group L, consider that r ∈ L and r.A
participates the score function FS, then we say FS is
a monotone increasing score function if after updat-
ing r into r′ (L is then into L′), r.A ≤ r′.A, we have
FS(r0, L) ≤ FS(r0, L

′).

So a more complex score function for the safety mea-
surement is still feasible for BasicCTUO, if this score
function is monotone on the safety weight of each pro-
tect unit in the group.

Here we can show that the BasicCTUO algorithm cannot
be applied to Example 1. The group function of Example 1
can be defined as

FG(r0, r) = {r is within 30 arcseconds of r0.}

And its score function is

FS(r0, L) =
X
l∈L

X
c

abs((rl)c − (r0)c)

where c ∈ {u−g, g−r, r−i, i−z}. Although FG is a closeness
grouping function, FS is not monotone due to the existence
of abs function. So BasicCTUO algorithm is not working
for Example 1. For the same reason, BasicCTUO cannot be
generalized to any CRTQ on which the two conditions do
not hold.

5. CONCLUSIONS AND RESEARCH PLANS
This showcase proposed a new continuous top-k query,

called continuous relational top-k query. As a special case
of the top-k join query where only natural joins are used,
this kind of query retrieves the k objects with the most sig-
nificant “relationship” with others in the data set. A formal
definition of this query is proposed, with the relationship

modeled as a group function FG and a score function FS .
It also showed that due to the flexibility of grouping and
scoring, it is difficult to find a generalized efficient solution
for this query. However, one of its special applications in the
spatial database, continuously monitoring top-k unsafe mov-
ing objects, was showed with an efficient solution avoiding
the overhead to re-calculate every time after updating.

Our main contributions in this work are:

• The formal definition of a CRTQ has been proposed,
including the relationship using group and score func-
tions, which is helpful to formalize the real applica-
tions of this query and translate such a query into a
SQL query.

• The flexibility of a relational top-k query is theoreti-
cally discussed, and also the connection between a re-
lational top-k query with a top-k join query.

• An efficient algorithm, BasicCTUO for the special cat-
egory of CRTQ, is provided. This category requires
that for a query its group function should be closeness-
grouping and score function be monotone increasing,
in order to use BasicCTUO.

Our on-going research plan includes (1) probing more effi-
cient solutions for CTUO inspired by other topics like contin-
uous top-k monitoring algorithms, and (2) identifying more
categories of the group functions to divide the solution space
into proper sub problems, and (3) extending CTUO for con-
tinuous relationships, which involves monitoring a group of
objects with more generalized grouping and scoring func-
tions.
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ABSTRACT 
Extracting knowledge about the movement of different types of 
mobile agents (e.g. human, animals, vehicles) and dynamic 
phenomena (e.g. hurricanes) requires new exploratory data 
analysis methods for massive movement datasets. Different types 
of moving objects share similarities but also express differences 
in terms of their dynamic behavior and the nature of their 
movement. Extracting such similarities can significantly 
contribute to the prediction, modeling and simulation dynamic 
phenomena. Therefore, with the development of a quantitative 
methodology this research intends to investigate and explore 
similarities in the dynamics of moving objects by using methods 
of GIScience in knowledge discovery. This paper presents a 
summary of the ongoing Ph.D. research project.  

Categories and Subject Descriptors 
I.5.2 [Pattern Recognition]: Design Methodology – classifier 
design and evaluation, feature evaluation and selection, pattern 
analysis, polymorphism, control structures.  

General Terms 
Algorithms, Design, Experimentation, Verification. 

Keywords 
Moving point data mining; moving object; movement parameters; 
movement behavior; movement pattern; trajectory decomposition; 
trajectory classification; trajectory similarity. 

1. INTRODUCTION 
The analysis of moving objects (i.e. entities whose positions or 
geometric attributes change over time) has recently become the 
focus of many research projects in the area of geographic 
information science, with applications in human-computer 
interaction (HCI), ecology, biology, transportation, social and 
behavioral sciences. In most cases, since the dimension of the 
moving object is not as important as its position, moving objects 
are modeled as moving points (MPOs), whose trajectories (i.e. 

paths through space and time) can be analyzed. Moving objects in 
general can be categorized into two major groups of geo-
referenced and non-geo-referenced dynamic objects. In other 
words, some are dynamic objects that move in geographic space 
and may thus be geographically referenced such as humans, 
animals, vehicles, or hurricanes while the other group covers 
entities that move in a non-geographic space, including gaze point 
movements in eye movement studies or particles in a bubble 
chamber. All these dynamic objects share similarities but also 
exhibit differences in terms of their underlying data structure, 
dynamic behavior and nature of movement. Extracting such 
similarities can significantly contribute to the prediction, 
modeling and simulation of the dynamics amongst moving 
objects. [9, 10] 

Research on the development of data mining techniques on 
knowledge discovery from movement datasets usually strives to 
conceive generic algorithms. Namely, the developed algorithms 
should be potentially suitable for different kinds of moving 
objects from a wide variety of application domains— e.g. animal 
ecology, fleet management and human behavioral studies. In 
consequence, it is essential to understand the similarities but also 
the differences between different types of moving objects and 
their associated movement parameters and patterns. Trajectory 
simulation is another area where detailed knowledge of the 
movement parameters of different moving objects is crucial. 
Simulating dynamic environmental phenomena, mobility of 
humans, animals and, or studying human interaction with 
computers requires extracting knowledge about the dynamic 
behavior of different types of mobile agents and thus creates 
challenges in developing new exploratory data analysis methods 
on massive movement datasets. The better the knowledge about 
the movement behavior of the particular objects that is simulated, 
the more realistic the simulation results will be.  

The above issues all point to a need for methods for analyzing and 
classifying the movement behavior of various moving objects, 
with the aim of determining the similarity of trajectories 
generated by moving objects. Therefore, this research aims to 
investigate and explore similarities in dynamic behavior of 
moving objects. The intention is to develop a conceptual and 
methodological framework for extracting similarities from 
trajectories of moving objects by quantitative analysis. In detail, 
this research addresses the following research questions: 
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a) How similar is the movement of different types of moving 
objects in space and time?  

b) How similar are artificial simulated proxies to the 
corresponding reference moving objects?  

c) How to formalize and define similarity in terms of movement 
as a general measure appropriate to any kind of moving point 
object?  How to automatically discover spatio-temporal 
similarities amongst trajectories of moving objects? 

d) How to benefit from similarity analysis in order to predict 
movement of an object under given circumstances? How to 
determine whether objects of the same type exhibit similar 
dynamic behavior in a particular situation? 

2. MOVING OBJECT DATA MINING 
Non-stop generation of space-time trajectories from different 
kinds of moving entities provides the possibility to discover 
useful and interesting information about movement of human, 
animals, vehicles, to find patterns, extract their meaning, and 
expand our knowledge about the mobile world [26]. A review of 
the literature on moving object data mining and visualization 
highlights the importance and significant progress in this area. In 
this context, [13] gives an overview of the history of analyzing 
moving objects from the initial idea of time geography to the 
recent advances in knowledge discovery from moving objects 
using spatio-temporal data mining techniques, including latest 
work on data privacy and security issues. Moving object data 
mining, named mobility data mining [13], as a novel research area 
is one step of the geographic knowledge discovery process. 
Mobility data mining aims at analyzing mobility data and 
extracting useful patterns from trajectory data by the use of 
efficient algorithms [13, 17]. The following subsections present a 
brief categorized overview of some of the recent moving object 
data mining and knowledge discovery approaches. Since the main 
objective of this research is to discover similarities between 
dynamic behaviors of different types of mobile agents, more 
emphasis is placed on similarity studies in section 2.3. 

2.1 Trajectory Modeling and Simulation  
In general, the path of a moving object, named trajectory, is the 
subject of interest in moving object data analysis. In order to 
analyze or simulate typical movement behavior of an object, it is 
necessary to extract differentiated movement characteristics from 
monitored trajectories. In this regard, recent years have witnessed 
a rapid increase of research activities on modeling, simulation and 
analysis of trajectories. For instance, [2, 3, 5] present different 
exploratory approaches in order to model and classify trajectories 
to discover dynamics of different moving object types. Similarly, 
the simulation of trajectories has been used for diverse purposes, 
such as ecological modeling [4, 29], spatio-temporal database 
research [23], and in the evaluation of data mining algorithms 
[17]. In transportation studies some researchers focused on 
modeling and extracting knowledge from raw GPS data to detect 
the mode of transport that people used, with the aim of 
understanding user behavior [28, 33].  

2.2 Movement Pattern Analysis 
Movement patterns include any recognizable spatial and temporal 
regularity or any interesting relationship in movement data. 

Various data mining tasks, including exploratory data analysis, 
descriptive and predictive modeling, association rule mining, and 
other pattern detection techniques have been employed on 
trajectories in order to extract patterns of movement and discover 
spatio-temporal behavior of different types of moving objects [11, 
17, 18]. Early work on movement pattern analysis includes the 
simulation study of human adaptive behavior [4] and the methods 
developed for the spatio-temporal analysis of wild animal 
movement [16]. Moreover, recent work in this area includes the 
extraction of movement patterns from trajectories generated by 
individual users of location-based services [19, 26]; and mining of 
movement patterns in groups of moving objects [15, 18].  

The above publications document significant progress over the 
past few years. However, a review of the related literature 
suggests that there is little agreement on the relevant types of 
movement patterns and only few, isolated definitions of these 
exist. These studies usually set out with fairly accurate definitions 
of the patterns they are looking for—as an indispensable 
prerequisite to data mining [11]—but they tend to be restricted to 
a selected, narrow set of patterns. Hence, still a fundamental 
problem and impediment to the development of a comprehensive 
toolbox of movement analysis techniques can be found: There is 
neither agreement on the relevant types of movement patterns nor 
any comprehensive and systematic definition of these [9]. 

2.3 Trajectory Similarity Analysis  
Similarity analysis as an exploratory tool in mobility data mining 
disciplines has been traditionally applied on time series databases 
such as financial, marketing and production time series (e.g. stock 
prices) as well as scientific time series databases (e.g. weather 
data, sea level data etc.) in order to predict the future trend of 
data, test hypothesis [1]. Research on finding similarity between 
trajectories of moving objects initiated from similarity search 
techniques on time series databases. Current trajectory similarity 
search techniques, based on their underlying distance measures, 
can be classified into three categories of spatial, temporal and 
spatio-temporal similarity. 

2.3.1 Spatial similarity 
Most previous work focuses on spatial similarity search by 
looking for similarities of the geometric shape of the trajectories, 
by ignoring the temporal information. Examples include applying 
Euclidean distance between trajectories [6, 32], the Edit Distance 
[7], One-Way Distance [21], Hausdorff distance [14], Fourier 
descriptors [24], Longest Common Subsequence (LCSS) [31]. 

2.3.2 Temporal similarity 
Temporal similarity of trajectories is performed the same as 
similarity analysis on time series data sequences, for instance 
using a P-norm distance or Time Wrapping distance to calculate 
similarity between two sequences. [7, 25]  

2.3.3 Spatio-temporal similarity 
Recently, some work has been carried out on spatio-temporal 
similarity of trajectories. The proposed methods aim at dealing 
with both spatial and temporal dimensions of trajectories and 
other dynamic characteristics such as speed and direction. For 
instance, based on the Euclidean distance [12] proposes a 
dissimilarity metric between trajectories of different sampling 



rates to find the K-Most-Similar-Trajectories (K-MST) on R-tree-
like structures. On a similar attempt, [30] applied Euclidean 
distance on trajectories of the same sampling rate to find sub-
trajectories with maximum similarity. In this context, [22] 
introduces different versions of similarity in-between polylines to 
deal with different similarity search and trajectory clustering 
tasks. considering speed and direction of the objects over time. To 
the best of our knowledge, this has been the only work that takes 
movement primitives into account in similarity search. The 
distance measure is computed based on the area of a set of 
polygons formulated between intersection points of trajectories 
[22]. In another work, Euclidean time-Uniform distance has been 
introduced in optimal or approximate matching between 
trajectories under translation and rotation [27]. On a similar 
attempt an extension of Frèchet distance has been applied to 
support trajectory similarity join [8]. 

Concluding the above review of the state of the art, it is obvious 
that similarity analysis is rather a new topic in the domain of 
moving object databases and there are still some issues, which are 
not fully addressed so far. It can be admitted that while proposed 
similarity search methods for trajectories of moving objects are 
relatively well developed, most of them are restricted to a specific 
criterion in order to match the similar trajectories. It is necessary 
to remark that only few previous approaches have dealt with 
dynamics of trajectories in similarity search, that is, taking the 
movement parameters into account in the similarity search 
algorithm. On the other hand, some regard trajectories as static 
curves and simply ignore speed and time variables. Therefore, 
those measures cannot handle different aspects of a spatio-
temporal trajectory of moving objects. The proposed measures are 
very application dependent. Thus, there is a need to develop 
general and flexible spatio-temporal measures that consider 
various movement parameters. 

3. METHODOLOGY 
A four-stage methodology has been developed to achieve the 
objectives. The methodology consists of the following stages: 1) 
Conceptual framework of movement; 2) movement features 
extraction; 3) trajectory similarity search; 4) trajectory similarity 
search evaluation. 

Stages #1 and #2 address the research question (a) and (b), 
presented in the introduction section, and provide the fundamental 
framework for the next steps. Stages #3 and #4 address the 
research question (c) and (d) by developing a generic spatio-
temporal similarity search on the trajectories of moving objects. 
The research is still in progress, currently at stage #3. So far, the 
fist two stages (i.e. #1 and #2) have been fulfilled.  

4. PREVIOUS WORK 

4.1 Conceptual Framework of Movement 
In order to study the movement behavior of dynamic objects, it is 
important to take a closer look at movement itself. In other words, 
it is necessary to know what exactly the parameters are that define 
movement, what external factors influence movement, and most 
importantly to understand what types of movement patterns can 
be composed from these primitives of movement. Hence, the 
objectives of the first stage of this research are firstly to develop a 
conceptual framework of the elements defining the movement of 

different moving objects and secondly the development of a 
comprehensive classification and definitions of movement 
patterns. This is indispensable as a basis for the development of 
pattern recognition and information visualization algorithms that 
are required to be efficient (i.e. usable on massive data sets), 
effective (i.e. capable of accurately detecting patterns not 
artifacts), and as generic as possible (i.e. potentially applicable to 
different types of movement data). 

The conceptual framework describes the rudiments of movement 
in general. Movement parameters (i.e. speed, acceleration, turning 
angle, straightness, etc.) are the fundamentals of the proposed 
framework. On the framework, they are categorized into three 
groups of primitive (e.g. position, interval), primary derivatives 
(e.g. distance, duration, speed) and secondary derivatives (e.g. 
acceleration, spatial distribution, sinuosity). Besides, primitive 
and derived parameters are organized into spatial, temporal, and 
spatio-temporal dimensions. Moreover, other principal elements 
of the conceptual framework are introduced as path types (i.e. 
continuous and discontinuous), influential and external factors 
influencing movement, scale and granularity. [9] 

The classification of movement patterns is developed based on a 
review of the pertinent literature, in order to maximize reuse of 
already existing sufficiently accurate definitions, and minimize 
redundant, conflicting terminology. Following the conceptual 
framework, three dimensions of spatial, temporal and spatio-
temporal are considered in studying movement patterns. Patterns 
are categorized into two major groups of generic and behavioral 
patterns. Generic pattern can be found in any form of behavior 
that builds on movement regardless of the type of object. In 
contrast, behavioral patterns, as higher-level patterns, include 
movement patterns that can solely be found in certain types of 
moving objects (e.g. certain animal species). In the proposed 
classification, primitive, as the most basic patterns, and compound 
patterns are distinguished among the generic movement patterns. 
A figure summarizing the classification can be bound in [9] and in 
a wiki1 aiming at community participation on the topic.  

The outcomes of this stage are published in [9]. The developed 
conceptual framework and classification of movement patterns 
provide the underlying structure for the remainder of this 
research. 

4.2 Movement Features Extraction 
The motivation of this stage is to take an analytical look at the 
movement characteristics and dynamic behavior of different types 
of dynamic objects and extract possible similarities among 
movement behaviors of such objects. Therefore, this phase 
presents a methodology that allows extracting local movement 
features from the trajectories of different types of moving objects. 
The methodology consists of three steps, shown graphically in 
Figure 1: 1) trajectory data preparation; 2) global descriptors 
computation; and 3) local feature extraction. [10] 

4.2.1 Trajectory data preparation 
Raw data captured by movement tracking devices usually contain 
noise, outliers and gaps. Therefore, in order to remove effects of 
noise and positioning errors of the tracking devices and other 
                                                                 
1 http://movementpatterns.pbwiki.com/Patterns-of-Movement 



factors, data cleaning and pre-processing procedures should be 
applied to achieve more reliable trajectories. The pre-processing 
phase consists of three steps including filtering, re-sampling, and 
smoothing. 

4.2.2 Global descriptors computation 
Movement parameters (i.e. speed, acceleration, turning angle, 
straightness, etc.), introduced in the conceptual framework, are 
very different in terms of the values that they can take for each 
type of moving object. To achieve differentiated results in the 
characterization of trajectories, the computation of movement 
parameters should be performed at consecutive scales. Namely, 
the process should first take a global look, computing descriptive 
statistics for the entire trajectory. Then, it should zoom in to 
extract local information of the trajectories at finer resolutions.  

 
Figure 1. Methodology for extracting the movement behavior 

of different MPOs [10] 

4.2.3 Local feature extraction 
In order to reveal more detail in the movement behavior of the 
moving objects, the proposed approach is to decompose 
trajectories to a set of meaningful segments of homogeneous 
movement characteristics. The key element of the methodology is 
an algorithm that decomposes the different movement parameters 
profiles based on variations in sinuosity and deviation from the 
median line, hence enabling the extraction of local movement 
features from trajectories of moving objects. Deviation from the 
median line of the profile gives an impression of the amplitude 
variation of a movement parameter over time, while sinuosity acts 
as a proxy of the frequency variation. Figure 2 illustrates the 
essentials of the profile decomposition algorithm. [10] 

 
Figure 2. Basic elements of movement parameter profiles [10] 
The developed methodology, and in particular the trajectory 
decomposition algorithm, are useful for a variety of applications 
in movement data mining where finding similarities between the 
physical movement behavior of different objects is important. 
These include applications such as trajectory classification (e.g. 
transport mode detection in mobility analysis studies), movement 
pattern detection (e.g. fixation and saccade detection in eye-
tracking research), and trajectory simulation (e.g. in human 
mobility behavior studies). The proposed methodology can 
inform developers of pattern recognition and data mining 
algorithms about similar and dissimilar types of moving objects, 
hence allowing the design of rigorous algorithm evaluation 
strategies. The methodology generates relevant movement 
attributes at the global level of the entire trajectory as well as at 
the local level of segments of homogeneous movement 
characteristics, enabling more differentiated parameterization of 
trajectory simulations. It can also be used to classify unknown 
moving objects into previously identified MPO types, in data 
mining operations on large trajectory databases or in real-time 
applications. For instance, it can be used in transportation 
research to detect the transport mode in anonymized trajectories 
of different transportation objects (e.g. cars, motorcycles, 
bicycles, pedestrian). [10]. 

This work has been published in [10]. The feasibility of the 
developed methodology has been examined through a set of 
empirical experiment. The proposed methodology has been 
applied to classify trajectories of unknown moving objects by 
similarity to the trajectories of previously learned moving objects. 
The conducted experiments not only demonstrated the feasibility 
of the proposed methodology but also provided interesting 
empirical results. The experiments provided evidence about the 
similarities and differences that exist among different types of 
moving objects in the transportation domain. The results showed 
that the methodology can successfully detect the mode of 
transport from unknown trajectories of people using different 
transportation means. [10] 

5. ROAD AHEAD 

5.1 Trajectory Similarity Search  
The main focus of this stage is the development of a spatio-
temporal similarity search method for the effective detection of 
moving objects trajectories with similar dynamic patterns. Here, 
similarity search tasks are classified in two modes of concurrence 
and coincidence movement patterns. The aim of the concurrence 
analysis is to investigate the similarity of movement parameters 
(e.g. speed, acceleration, direction) derived from trajectories of 
moving objects over time in a multidimensional feature space. On 
the other hand, the coincidence analysis studies similarity of 
moving objects in space and time. The similarity is computed by 



aligning two trajectories. Alignments can be global (on entire 
trajectories) or local (on subsequences of a trajectory). In order to 
find segments of profiles with similar dynamic behavior, the 
trajectory decomposition algorithm, proposed in section 3.2, 
together with the favored similarity measure will be applied. The 
work is still in progress. The following strategy is considered in 
this methodology. 

5.1.1 Generating and decomposing movement 
parameters profiles  
As the first step, the movement parameter profiles need to be 
computed from trajectories of objects. Figure 3a illustrates sample 
movement parameter profiles as building blocks of the 
multidimensional feature space. Among the movement parameters 
taken from the conceptual framework, velocity and direction (i.e. 
azimuth or turning angle) have been considered as essential 
variables for similarity search. The reason is that these movement 
descriptors allow defining relative movement. 

5.1.2 Generating a multidimensional feature space  
The outcomes of the first step are then employed to generate a 
multidimensional (i.e. 3D) feature space of the decomposed 
profiles of velocity and azimuth (or turning angle) over time. 
Each of the movement parameters will constitute one dimension 
of the multidimensional feature space for trajectories (Figure 3). 
This provides a multidimensional time series for each trajectory. 

 
Figure 3. Similarity search on the multidimensional feature 

space composed of movement parameter profiles 

5.1.3 Similarity search 
The similarity measure is defined in a multidimensional feature 
space. In order to compute the similarity of the multidimensional 
time series derived from the subject trajectories two strategies are 
currently evaluated: 

Strategy #1: in the 3D feature space composed of velocity, 
azimuth, and time (Figure 3b) the average Euclidean distance 
between the two 3D profiles derived from corresponding 
trajectories will be computed as similarity measure. If the 
computed distance exceeds a specified threshold (i.e. e ) two 
trajectories are considered to be dissimilar.  

Strategy #2: First, the trajectory segmentation algorithm, 
described in section 4.2.3, is applied on the movement parameter 
profiles. This yields a set of homogeneous profile segments that 
can facilitate similarity search. Subsequently, similarity measures 
related to the concepts of Edit distance and Levenshtein distance 
[20] will be employed to calculate the similarity between 
sequences of trajectory segments. 

5.2 Trajectory Similarity Search Evaluation 
Following the implementation of the basic similarity search 
platform, a set of experiments will be carried out in a controlled 
evaluation mode. Different kinds of movement data such as GPS 
tracks of human or vehicles, animal tracking data, radar data sets 
of hurricane trajectories will be used. The aim of this step is to 
test the validity of the implementation and to evaluate the 
efficiency and usability of the developed similarity measure. 

6. CONCLUSION AND OPEN QUESTIONS 
The paper introduces an ongoing Ph.D. research that aims to 
explore the similarities, not only among moving objects of the 
same type but also between different moving objects of different 
species. A quantitative methodology is developed to investigate 
similarities between both movement characteristics of different 
objects and their patterns of movement. The outcome of this 
research can contribute to variety of applications such as ecology 
and biogeography studies, by modeling or simulation of the 
migration of animals or birds; to transportation studies, by 
automatic transportation mode detection Moreover, it can 
potentially support the prediction of possible hurricane tracks in 
hazard management, by extracting similarities between hurricanes 
occurred in past. 

While the research is still proceeding, a conceptual framework of 
movement, as well as a methodology of trajectory decomposition 
and classification have been developed. As upcoming results, a 
spatio-temporal similarity measure for trajectories of moving 
objects will be developed. And finally, the feasibility of the 
methodology will be evaluated in different disciplines such as 
environmental hazard management, modeling or simulation of the 
migration of animals or birds; transportation studies. 

With reference to the objectives of this research, that is to address 
the problem of trajectory similarity search in a broad domain, 
some open questions can be raised as follows: 

1) Is similarity a general measure or is it application-specific? 

2) Should similarity be considered as a specific movement 
pattern? 

3) How can similarity measures be verified? Since usually the 
end product of the similarity search techniques are rather 
subjective. 

4) How to address similarity of trajectories regarding their 
underling context? 
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ABSTRACT
This paper outlines research work-in-progress on delivery of
location-based services for environmental information in Ire-
land. A prototype web map service (WMS) is developed to
deliver map-based environmental information using a spe-
cially customised version of the OpenStreetMap database.
This WMS must deliver a location-based information pack-
age to the user: maps of the area that the user is viewing,
key state-of-the-environment indicator information for that
geographical area, and links to where the actual data and
further environmental information can be obtained. This
information package must be presented in a way that best
matches the environmental preferences of the user. These
preferences are derived from a set of‘user profiles’ of poten-
tial users of the WMS. Software tools developed during this
work to derive geospatial products from the OpenStreetMap
database are described and some of our observations of work-
ing with OpenStreetMap are discussed. The paper closes
with the likely directions for the continuation of this re-
search.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Spatial databases and
GIS; H.3.5 [Online Information Services]: Data Shar-
ing

The SIGSPATIAL Special, Volume 1, Number 3, November 2009
Copyright is held by the author/owner(s).

General Terms
Human Factors

Keywords
Metadata, Tagging, Environmental, OpenStreetMap

1. INTRODUCTION
The importance of environmental scientific research data,

information, and knowledge cannot be underestimated [19].
The Irish Environmental Protection Agency (EPA) currently
manages the STRIVE Environmental Research programme.
STRIVE will provide up to 100 million euro in funding for
environmental research in Ireland between 2007 and 2013.
STRIVE aims to “disseminate the findings of individual re-
search projects and the overall programme to the widest
possible audience in a coherent and timely manner”. The
EPA believes that this will “ensure synergies across the wider
research agenda and earliest the possible dissemination of
research outputs into the formulation of policy” [7]. A ma-
jor problem in delivering environmental information to the
public is the problem surrounding access to national level
mapping, spatial data, and associated cartographical prod-
ucts. It is the case in Ireland that spatial data is very ex-
pensive to purchase for use. In some cases spatial resolu-
tion may be inconsistent or mapping may be out of date.
OpenStreetMap (OSM) is a project designed to create and
provide free spatial data. It is based on an open-source phi-
losophy, and combines wiki-like user generated data, with
free access, allowing users to create, edit, download, and use
OSM data in their applications. The research question here
is to investigate how suitable OSM would be sa the base
mapping layer upon which to build a national level WMS
for the distribution of environmental data and information
in Ireland. Extensive literature searches have shown us that
there is little published work on OpenStreetMap. This pa-
per will contribute to knowledge in this area by outlining
the work-in-progress from two collaborative PhD projects



which commenced in November 2008 (PhD1) and April 2009
(PhD2) respectively. Both PhDs focus on research related to
the development of location-based services for the delivery of
environmental information in Ireland. One of the first major
milestones in this research and development of a prototype
web map service (WMS) which will deliver map-based envi-
ronmental information using a specially customised version
of the OpenStreetMap database with particular emphasis
on quantitative and qualitative outputs from environmental
research in Ireland which is funded by the EPA.

1.1 Overview of Research Work
As stated above this project investigates using OSM as

the base layer for the distribution of environmental data
and information in Ireland. The other spatial data com-
ponent is the environmental data and information. The
types of environmental data and information include: Air
Quality monitoring stations, air quality levels at various
locations, water quality for rivers, lakes, and streams, lo-
cation of environmentally sensitive facilities such as Urban
Waste Water Treatment Plants, IPPC facilities, etc. This
WMS must deliver a location-based information package to
the user. Ideally the users current location will be sup-
plied automatically from a location-enabled mobile device
or selected from a web-based map. Within the information
package the WMS will return map images of the geograph-
ical area that the user has specified, display of key state-
of-the-environment indicator information for that geograph-
ical area, and links to where the actual data and further
information can be obtained. Figure 1 shows a flowchart of
the proposed WMS based on the OpenStreetMap database.
Firstly, the OpenStreetMap data for Ireland is loaded into a
PostGIS database. This process is described in more detail
in Section 2.2. Mapnik software [15] is then used to render
cartographical output from the PostGIS database. Mapnik
is strictly controlled by fine-grained style files which con-
trol the visual aspects of the map output. Map tiles are
generated and made available for the WMS. The OpenLay-
ers javascript mapping container is used to provide a user-
interface. Output is delivered in a variety of formats: as
web-based maps, marked up text-based information, and
content for display on mobile devices such as mobile phones.
Content delivery will be driven by development of profiles
of potential users of the WMS. This profiling will identify
categories of users by analysing the environmental percep-
tions and biases of the user base. It will be also necessary
to undertake a detailed comparison of the two principles ap-
proaches to providing the WMS: (1) provision of a basemap
with the option to overlay additional vector layers or (2) pre-
generated map tiles which have the layers of environmental
information embedded into the map tile images.

1.2 User Profiling
In an effort to understand the target user community this

research has adopted a social constructionist approach which
is based on the belief “that the environment has many mean-
ings for different people in society” [4]. The meanings associ-
ated with the environment are multiple and conflicting, and
that people come to sense the environment in diverse, mul-
tifaceted, and complex ways. Cantril and Senecah [5] argue
that“our conception of the natural environment is framed by
our experiences which are tightly bound to local settings”.
Regardless of our own personal life experiences most par-

Figure 1: Flowchart for the proposed WMS based
on OpenStreetMap data

ticipants in studies of environmental perception tend to re-
spond very positively to environmental attributes such as
“trees”, “water-bodies”, “trails” [24] Gobster and Westphal
[10] discuss the growing body of research that “confirms and
elaborates upon the significance of nature in people’s aes-
thetic and recreational experiences and plays a crucial role in
people’s physical and psychological health and well-being”.
People’s scenic preferences for wildland, rural and urban
landscapes show a strong favoritism toward natural features.
Brody et al [1] describe empirical results which support the
longstanding hypothesis that people living closer to a nat-
ural resource will be more familiar and concerned with its
environmental quality. Brody et. al [2] show that physical
position and proximity characteristics lend themselves to in-
creased public perceptions of the potential negative impacts
of climate change. Foster and McBeth [9] show that rural
residents are more likely to be concerned with local environ-
mental issues when they are defined in terms of quality of
life features while urban residents are more focused on en-
vironmental protection issues. For example users who have
lived in a rural setting all of their lives, users who grew up
in an urban environment but now live in a rural setting, etc.
To customise content delivery in this way it is necessary to
undertake a study of how people perceive and evaluate their
own natural environment. To build user profiles we analysed
the search and download logs from the SAFER-Data web-
site (http://erc.epa.ie/safer). This assumed that user
preferences were embedded implicitly in the types of search
words and combinations provided and the types of environ-
mental data and information downloaded. This allowed us
to identify three reasonably distinct categories of users:

• Local Users: Users interested in all environmental mat-
ters at a small-scale local level;

• Urban Users: Users only interested in the environmen-
tal matters at urban/city scale;

• Indication based-users: Those interested in gaining an



Figure 2: Screenshot of the OSM map of Maynooth
university campus and town center - June 2009

overall picture of the state of the environment at a
regional/national scale.

2. OPENSTREETMAP
This section describes raw spatial data collection for the

purpose of improving OpenStreetMap, developing tools for
working with OpenStreetMap data, and finally customisa-
tion of the OpenStreetMap database to produce customised
cartographical output for the WMS in Figure 1.

2.1 Data Collection
PhD1 began in November 2008. In the spirit of free and

open source software it was decided to begin by actively
contributing to the OpenStreetMap project by carrying out
an extensive data collection campaign around the Maynooth
region (Latitude, Longitude) = (53.38272, −6.59455) in Ire-
land. We collected GPS trails supplemented by a rich col-
lection of associated spatial attribute data for the Maynooth
and Leixlip region over an eight week period. The OSM soft-
ware tool chain provides a “healthy software ecosystem” for
building the basemap and developing applications based on
OpenStreetMap data. The full chain stretches from the raw
data editors (JOSM, Merkator), spatial database (PostGIS),
renderers (Mapnik, Osmarender), viewers (uDIG, QGIS, web
browser, etc), applications (bliin.com, cloudmade.com), and
routing applications (openrouteservice.org). All raw data
collected was uploaded to the OpenStreetMap using the
JOSM (Java OpenStreetMap Editor) and Merkaartor [18].
JOSM is a desktop software tool allowing users to edit large
amounts of OpenStreetMap data while ensuring that other
users editing the same area do not conflict. It offers ad-
vanced functionality for experienced OSM contributors. There
are many plugins available including: WMS for the purpose
of accessing background imagery (such as Yahoo satellite
imagery) and advanced tag validation tools. The Merkaar-
tor editor allows a live connection to a GPS unit and in-
cludes amongst other features an advanced map style ed-
itor. The National Centre for Geocomputation (NCG) at
NUI Maynooth provided a high resolution aerial photograph
of the Maynooth university campus. This aerial photograph
does not cover all of Maynooth town but was sufficient to
allow the creation a complete map of the university campus
buildings and campus pathways. After several iterations of
editing and quality checks a spatially rich representation of

Figure 3: Flowchart of processing applied to the
OSM XML file

the geographical space in the North Kildare region was pro-
duced (See [6] for a weblink). Figure 2 shows a screenshot of
the OpenStreetMap map of Maynooth after data collection
was concluded.

Contributing to OpenStreetMap in this proactive manner
was useful in a number of ways. Firstly, Maynooth as the
location for our host university is used as a case-study re-
gion for the project. Maynooth is geographically well placed
in terms of environmental matters. It has a population of
approximately 11, 000 and is situated approximately 20Km
west from the center of Dublin city. One of Ireland’s major
highways the M4 is adjacent to the town. Maynooth is close
to several rivers, a canal, and the agricultural heartland of
Kildare and Meath. Several Integrated Pollution Prevention
Control (IPCC) [8] registered facilities are in close proxim-
ity with the town. Secondly we gained a better “hands-on”
understanding of the OpenStreetMap project allowing us to
work with the various APIs, the tag taxonomy, addition and
editing of map features, and exploring the possibilities for
using OpenStreetMap maps as the base layer for newly cre-
ated mapping output.

2.2 Working with OSM Data
The data collected for the OpenStreetMap project is freely

available for download in OpenStreetMap XML (OSM XML)
data for all countries and continents directly from the Open-
StreetMap servers. On a weekly basis the most current fully
QA/QC version of OpenStreetmap is made available as an
OSM XML file. This XML file is in .osm format and con-
forms to the OpenStreetMap XML schema. The OSM XML
file representing the whole world is called planet.osm and
is over 160 GB in size. The planet.osm file can be cropped
using the Osmosis Java software [23] and individual coun-
tries or regions extracted. However a quicker method of
OSM XML data download and update for individual coun-
tries involves downloading the OSM XML from the Cloud-

made.com OSM servers. Cloudmade are a commercial com-
pany whose business model include development of commer-



cial products which use OpenStreetMap. As a service to
the OpenStreetMap community Cloudmade make osm files
freely available for every country. This allows us to configure
a Linux Cron task which schedules automatic download of
the updated OSM XML file for Ireland every week and runs
the necessary PostgreSQL statements to update our Post-
GIS database. During these updates it is not necessary to
rebuild the PostGIS database. The Osmosis software can be
used to compare the new osm file with the current PostGIS
database contents and produce an OSM XML file containing
only the data that has changed or being recently added in
the past week since the last updated OpenStreetMap global
QA/QC update. This allows a quick, automated, and easy
updates to the base map of Ireland every week. The raw
unprocessed OSM XML file contains all line, polygon, and
point features. For each individual feature it includes every
spatial attribute (called tags in OSM) associated with that
feature. Only tags which validate against the OSM XML
tagging schema are included. Figure 3 shows a flowchart of
the processing applied to a raw OSM XML file when it has
been downloaded. The PostGIS database in Figure 3 corre-
sponds to the database which drives the WMS in Figure 1.
As shown in Figure 3 the raw OSM XML data is loaded di-
rectly into the PostGIS database using the osm2pgsql tool
[22]. The Osmosis tool is optional here as it can be used
to support the loading process by offering functionality such
as cropping. The osm2pgsql tool is a command line tool
which takes an OSM XML file as input and loads this di-
rectly into PostGIS. The ogr2ogr [20] software package of-
fers an extensive suite of spatial data manipulation func-
tionality. There are several options for extraction of data
from a PostGIS database and direct export to other GIS
data formats. These formats include ESRI Shapefile, KML
format, and MapInfo format. With the ogr2ogr tools one
can execute SQL queries in the PostGIS database to per-
form query-based subsetting of the data within the database.
This export functionality is particularly useful for data ex-
change with other similar or collaborative projects who may
not have PostGIS installed or have software installed capa-
ble of accessing the OpenStreetMap data stored within our
PostGIS database. The PHP software module, shown in
Figure 3, is configured to write a GML representation of the
OSM XML to disk. Separate GML files containing lines,
polygons, and points are produced. For each feature a set
of spatial attributes (tags within the OSM XML) are cho-
sen. Conversion from the OSM XML coordinate reference
system to Irish National Grid coordinates is also performed.
These GML files are then passed to the ogr2ogr software
which performs the file format conversion. In this project
we exported predominantly to ESRI Shapefile format. The
ESRI Shapefiles created in this way have been used for a
related project in our department on Pedestrian Navigation
using Location Based Systems. The Update module in Fig-
ure 3 refers to the insertion of additional spatial attributes
for features in the PostGIS database. The osm2pgsql tool
only extracts a default set of spatial attributes or tags for
line, polygon, and point features from the OSM XML file.
This is discussed in more detail in Section 3

3. EXTENDING THE OSM DATABASE
A disadvantage of both Osmosis and osm2pgsql is that

only a specific set of spatial data attributes are loaded into
the PostGIS database tables representing the OpenStreet-

<Rule>

<Filter>[highway] = ‘unclassified’

or [highway] = ‘residential’</Filter>

<MaxScaleDenominator>5000</MaxScaleDenominator>

<MinScaleDenominator>100</MinScaleDenominator>

<TextSymbolizer name="namega" face_name="DejaVu"

size="8" fill="#000" placement="line" />

</Rule>

Figure 4: Map rendering rule in the Mapnik style
file to place the Irish name (namega)on all residential
and unclassified highways

Map for the region specified. It is necessary to access addi-
tional spatial attributes (tags) for application development.
An example of this the requirement for our WMS to produce
maps displaying native Irish language names on spatial fea-
tures such as roads, streets, buildings, and other points of
interest. In the OSM XML the namega tag is provided if an
Irish language name is specified for the feature. The princi-
pal reason tags representing spatial data attributes such as
native Irish placenames are not imported by these software
packages is to allow map renderers (such as Mapnik) be de-
veloped for OpenStreetMap which automatically recognise
the base set of tags imported. Without needing to work di-
rectly with the OpenStreetMap database developers can use
these map renderers to quickly generate map output. For
this project we require the availability of additional spatial
data attributes for the lines, polygons, and points in the
PostGIS database. We have written some software in PHP
which takes the OSM XML file as input and automatically
inserts the additional spatial data attributes we require into
the PostGIS database. This is shown in Figure 3 where the
PHP script updates the PostGIS database by automatically
extracting the required tags from the raw OSM XML file.
The rendering software Mapnik [16] then consumes a Map-
nik style file (in XML format) and follows specific rules (see
Figure 4) about which attributes are rendered on the map.
This style file controls all of the cartographical parameters of
the rendering engine: font control for map labeling, feature
classification, icon placement, etc. For each additional tag
we include in the PostGIS database we must specify a map
rendering rule within the Mapnik style file. An example of
a rule from a Mapnik style file is shown in Figure 4 where
the residential roads are only rendered at a given scale with
the text symbolizer specifying the style of the name label for
the road feature on the map.

3.1 Examples of WMS Output
In this section we provide two examples of outputs from

the WMS proposed in this paper. Stack-plume dispersions
of pollutants from large chimney stacks follow Guassian air
dispersion models [11]. The resulting calculations for air
pollutant concentrations are often expressed as an air pollu-
tant concentration contour map in order to show the spatial
variation in contaminant levels over a wide area. In this
way the contour lines can reveal the spatial relationship of
air pollutants to areas of interest. Polygons illustrating the
concentrations over the wider geographical area can be eas-
ily drawn as an additional layer. Such polygons can have
an area for some local models of from 20 to 30KM from the
stack location [17]. It is not an objective of the project to



Figure 5: Using the Cloudmade API for shortest
route calculations

generate very accurate spatial stack-plume dispersion mod-
els. Rather our focus is to store the polygons representing
the plume dispersions within the spatial database and sub-
sequently integrate these with other environmental quality
data and information in the WMS output. The second ex-
ample is provided by PhD2 which is investigating how to
utilise the richness of the OpenStreetMap database in order
to develop better context and location aware web services
for mobile device users. OpenStreetMap benefits from the
concept that the best knowledge about an area is possessed
by people who live there or are familiar with the area [14][3].
Often such users can create maps containing a far richer set
of spatial attributes and ground-based knowledge than maps
extracted from aerial photographs regardless of resolution
[13]. Figure 5 shows the CloudMade Web Lite API used to
find the shortest walking path between two buildings on the
NUI Maynooth campus. The routing algorithms within the
API suggest a shortest route which advises a mixed route of
external pavements and internal corridors inside buildings.
PhD2 is currently investigating ways to add value to routing
algorithms such as these by providing information on envi-
ronmental features and information relevant to the spatial
region in close proximity to the suggested route. Since prox-
imity is a crucial concept in geographic relevance a major
step is assessing which environmental features or informa-
tion is relevant and close-by. This will involve establishment
of appropriate distance functions to calculate the relevance
of nearby environmental objects. Not all relevant features
are easily contained within a uniform buffer zone around
the suggested route.

4. CLOSING REMARKS
At the time of writing (June 2009) OpenStreetMap cover-

age in Ireland could best be described as poor. There is
little or any coverage outside of the major conurbations.
There are many examples where OSM within the major
cities is poor. For example, in Figure 6 the region approxi-
mately 3KM east of Dublin International Airport is shown.
This is a highly populated area yet the mapping in Open-
StreetMap shows major sparse areas. We believe anomalies
like this within the cities will be resolved as the usage of
OpenStreetMap increases. Haklay and Weber [13] remark
that even in London, where OSM started, large areas are
undermapped and lack completeness. As of summer 2009

the number of users registered with OpenStreetMap who
state their location as Dublin, Ireland is less than 50. This
compares rather poorly with other European cities such as
London or Berlin. We would hope that as national level spa-
tial data becomes more widely available and less constrained
in terms of licenses then a better coverage of rural Ireland
could be achieved. We looked at the OSM data for 4 Euro-
pean cities with similar population to Dublin city. Using a
2KM buffer centered at the locally recognised ‘city centre’
we counted the number of Points of Interest (POI) within
the OSM dataset. The results are shown in Table 1 and are
correct as of July 1st 2009. POI are probably the easiest ge-
ographical feature for OSM contributors to map and upload
to OpenStreetMap. We can see from the table that Dublin
has a relatively small number of POI compared to the other
cities in our analysis. Haklay [12] performs an analysis of the
quality of OSM data and shows that it is “fairly accurate”
showing on average that OSM data is within about 6 meters
of the positions recorded by the Ordnance Survey UK. An-
other aspect that Haklay finds affects coverage and quality
is the number of OSM contributors in a specific geographical
area with a direct correlation evident between a large num-
ber of contributors and better geographical coverage and
spatial data quality. The OSM tagging schema (available

Table 1: OSM ‘Points of Interest’ in European Cities
City POI

Dublin, Ireland 306
Sheffield, UK 591

Duisburg, Germany 449
Vilnius, Lithuania 252
Poznan, Poland 386

online from the OpenStreetMap website [21]) is increasingly
being developed into a complex taxonomy of real world fea-
ture classes and objects. Haklay and Weber [13] state that
“one of the most controversial aspects of OSM is that there
are no limitations imposed on the tags users can attach to
features”. However the authors conclude, and we strongly
agree, that this flexibility benefits user application devel-
opment because one can freely implement custom tagging
schemas for specific end-user applications. We are currently
investigating the feasibility of introducing special spatial at-
tribute tags for representing environmental matters. The
advantage, from a research point of view, of having local
machine access to the entire OpenStreetMap database, is
that we can can easily introduce our own custom tags ei-
ther by embedding within the original OSM XML file or by
inserting new columns into the tables within the PostGIS
database. The style-files for the map tile rendering tools
are then updated to include tile rendering rules for each of
the new tags. These tags include locations of instances of
fly-tipping, locations of recycling facilities, and indicators of
the quality of drinking or bathing water at water features.
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Privacy on the Move: EU Funds MODAP Project  
 

Project Description 

With GPS enabled devices and other positioning systems, mobility behavior of individuals is 
captured for online or historical data analysis. For example, car insurance companies have started 
to issue policies with respect to the driving habits which are captured through a GPS device 
installed under a special agreement. Such applications are enabled by mobility data mining which 
aims to extract knowledge from mobility data with many opportunities as well as risks. The risks 
arise from the fact that mobility data is mostly about people, where they have been, at what times, 
how often, and with whom. Therefore, privacy is a major concern for mobility data which needs 
to be addressed before the opportunities of mobility data mining can be fully harvested. A 
recently completed EU project, GeoPKDD (Geographic Privacy-aware Knowledge Discovery 
and Delivery, www.geopkdd.eu) was the pioneer in this field. MODAP (Mobility, Data Mining, 
and Privacy) project, which started as of September 2009 with nearly one million euro funding 
for three years, aims to continue the efforts of GeoPKDD by coordinating and boosting the 
research activities in the intersection of mobility, data mining, and privacy. MODAP is a timely 
project since privacy risks associated with the mobility behavior of people are still unclear, and it 
is not possible for mobility data mining technology to thrive without sound privacy measures and 
standards for data collection, and data/knowledge publishing. For that reason, MODAP aims to 
create a discussion forum for technical as well as non-technical people who are interested in 
MODAP aspects, organized in the following working groups: Privacy Observatory, Applications, 
Mobility Data Representation, Mobility Data Storage, Mobility Patterns and Pattern Mining, 
Visual Analytics. The site www.modap.org will be the main platform for all types of community 
activities and will be fully functional as of November, 2009. 

Consortium   

Currently the consortium consists of 11 partners from 7 countries in Europe. However, we would 
like to reach a much wider community from other parts of the world. We especially encourage 
people from social sciences to join our community.  

Call for Events 

MODAP starts its activities by the 2nd ACM SIGSPATIAL GIS International Workshop on 
Security and Privacy in GIS and LBS with a panel. We are encouraging applications for 
workshops, tutorials, and panels to be financially supported by MODAP. For 2010, the call is 
open until the end of February. Application guidelines can be found at www.modap.org. 

Contact 

Yücel Saygɪn                       
Faculty of Engineering and Natural Sciences, Sabancɪ University,  
Orhanlɪ, 34956, Tuzla, İstanbul, TURKEY 
Email: ysaygin@sabanciuniv.edu 




