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Abstract

Short-term traffic forecasting is a vital part of intelligent transportation systems. Recently, the combination of unprecedented data availability and the repaid development of machine learning techniques have brought on immense advancement in this field. In this paper, we aim to provide a brief overview of machine learning approaches for short-term traffic forecasting to facilitate research in related fields. We first introduce traffic forecasting and the challenges, and then introduce different approaches for modeling the temporal and/or spatial dependencies. Finally, we discuss several important directions for the future research.

1 Introduction

Traffic forecasting is the core component of intelligent transportation systems (ITS). The goal of traffic forecasting is to estimate future traffic conditions of a transportation network based on historical observations. Based on the forecasting horizon, traffic forecasting can be categorized as short-term forecasting and long-term forecasting. In this paper, we will focus on short-term traffic forecasting, whose forecasting horizon is usually less than or equal to one hour. Short-term traffic forecasting is important for various applications, including route planning [17], traffic control [10], car dispatching [1], etc.

Figure 1: Complex spatial dependency among different traffic time series. Reprinted from [19] with permission.
This problem is challenging mainly due to the complex spatial and temporal dependencies [19]. On the one hand, traffic time series demonstrate strong temporal dynamics. Recurring incidents such as rush hours or accidents can result in formation of non-stationary time series, rendering forecast challenging. On the other hand, sensors on the road network contain complex yet unique spatial correlations. Figure 1 illustrates an example of spatial dependencies among different traffic time series. Suppose there are traffic sensors on three roads, i.e., sensor 1, 2 and 3. The traffic time series of sensor 1 and 2 are correlated, while those of sensor 1 and sensor 3 are not. Though road 1 and road 3 are close in the Euclidean space, they demonstrate very different behaviors.

Traffic forecasting has been studied in various communities ranging from transportation system [29, 31], through economics [28, 9], and to data mining [21, 20], and its methods mainly fall into two categories: knowledge-driven approach and data-driven approach. In transportation and operational research, knowledge-driven methods usually try to computationally model the transportation network through queuing theory and simulating driver behaviors in traffic [8, 4]. With the availability of increasing amount of traffic data, data-driven machine learning approaches for traffic forecasting have received considerable attention. In this paper, we will give a brief overview of different data-driven machine learning approaches for short-term traffic forecasting and describe potentially future directions in this field.

2 Overview of Short-term Traffic Prediction Approaches

In this section, we give a brief overview of different traffic forecasting approaches. These approaches are categorized into two types based on whether they model the spatial correlation among different traffic time series.

2.1 Traffic Forecasting without Modeling Spatial Dependency

Traffic forecasting can be modeled as a time series regression problem and thus various time series analysis approaches have been applied to this problem.

Historical Average models the traffic flow as a seasonal process, and uses the weighted average of previous seasons as the prediction. For example, suppose the season is 1 week, then the prediction for this Wednesday is the averaged traffic speeds from last four Wednesdays. As the historical average method does not depend on short-term data, its performance is invariant to the small increases in the forecasting horizon. Auto-regressive integrated moving average (ARIMA) is a popular model for time series analysis and has been successfully applied to traffic forecasting [16]. ARIMA consists of three parts: 1) the Auto-regressive (AR) part indicates that the evolving variable of interest can be approximated using a linear combination of its own historical values, 2) the Moving average (MA) part is used to model the residual from the AR part using a weighted combination of random noises at various previous time steps, and 3) the Integrate (I) part models the difference between adjacent values rather than raw values. In [34], the authors use Seasonal ARIMA to capture the periodicity in the traffic flow, while in [26] ARIMA is augmented with historical average to better model the rush hour traffic behavior.

Other popular time series methods for traffic forecasting include K-nearest Neighbor (KNN) [42, 3], Support Vector Regression (SVR) [30], particle filter, Hidden Markov Model [27], Gaussian Process [36], etc. However, these time series models usually rely on the stationary assumption, which is often violated by the real-world traffic data.

To model the non-linear temporal dependency, neural network based approaches have also been applied to traffic forecasting. In [22, 12], the authors propose to use stacked denoising encoder and deep belief networks to model the temporal behavior. In [24, 40, 15], the authors model the temporal dependency using Recurrent
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Neural Networks (RNN), which is a type of neural network with self-connection, and is able to perform non-linear auto-regression. However, the majority of the above-mentioned approaches model each traffic time series separately, failing to capture the spatial dependency among them.

2.2 Traffic prediction with Modeling Spatial Dependency

To capture the spatial dependency among traffic time series, researchers have extended existing approaches to process multivariate time series. The resulted models include Vector Auto-regressive [11], Vector ARIMA [13], Spatiotemporal ARIMA [25], Spatiotemporal HMM [14, 37]. In [6], the authors further propose to first group similar sensors and then perform multi-task learning on each group. An alternative way to model the relationship among different time series is the latent space model which first transforms the raw traffic time series into the latent space and then learns the spatiotemporal dependency. In [39], the authors propose a temporal regularized matrix factorization based approach which performs vector auto-regression in the latent space. While in [7], the authors model the road network as a graph, and propose to learn the attributes of vertices in latent spaces which captures both topological and temporal properties.

However, existing machine learning models either impose strong stationary assumptions on the data (e.g., auto-regressive model) or fail to account for highly non-linear temporal dependency (e.g., latent space model [39, 7]). Deep learning models deliver new promise for time series forecasting problem. To capture the spatial dependency of the traffic, recent studies [35, 23, 41] propose to model the transportation network as an image and use Convolutional Neural Networks (CNN) to extract spatial features. One drawback of these methods is that they ignore the topology of the underlying transportation network, e.g., in Figure 1, two roads in different directions of a highway, though close in Euclidean distance, can have significantly different traffic pattern because of the network topology.

To resolve this issue, Li et al. [19] model the underlying road network as a directed weighted graph and propose diffusion convolutional recurrent neural network (DCRNN) which systematically captures the topological dependency using diffusion convolution. Diffusion convolution is a new form of convolutional operation defined on the graph based on the diffusion nature of traffic. Later, in [38], the authors speed up this model by replacing RNN with CNN to model the temporal dependency. In [5], the authors introduce DeepTransport, which models the spatial dependency by explicitly collecting upstream and downstream neighborhood roads for each individual road and conduct convolution on these neighborhoods. The methods discussed above are not exhaustive, and more related work and details can be found in a recent survey paper [32] and references therein.
3 Discussion and Future Directions

In this section, we present several future directions for traffic forecasting.

Traffic prediction in extreme cases While traffic patterns in normal conditions are easy to predict, a more interesting question in traffic forecasting is to forecast traffic for extreme conditions, which include both peak hours and post-accident traffic forecasting. In [40], the authors propose to learn a representation of accident features with auto-encoder and then combine with recurrent neural network for post-accident traffic forecasting. While improved performance is observed, the proposed model fails to consider the correlation among different sensors and the results can still be improved further.

Fuse traffic prediction with other applications Many important applications in transportation are strongly related to traffic prediction. One example is travel time estimation (ETA) [18]. Currently, traffic prediction and travel time estimation are usually performed independently. It is desirable to have a model that jointly models these two problems and achieves improved results for either task.

Long-term temporal dependency modeling Very long-term temporal dependency usually exists in traffic data, e.g., the current traffic situation can be strongly correlated with a day, a week or even several months ago. Currently, the most popular approaches to model the non-linear temporal dependency is recurrent neural networks (RNN). However, due to the sequential nature of RNN, it is hard to model very long term dependencies [33]. Besides, RNN is not efficient to train as it is hard to parallelize. Thus efficient approaches that are able to capture long-term non-linear temporal dependencies are much needed.

Evaluation metric design Popular metrics to evaluate traffic forecasting include Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE) which are calculated by averaging across all sensors. These metrics put an equal importance on all sensors and time slots. However, we argue not all sensors and time slots are equally informative w.r.t. evaluating the performance. Figure 2 shows each location’s standard deviation from its historical average. Generally, the larger the standard deviation is the harder to predict the traffic at that location. Arguably, locations and times with higher error, e.g., busy intersections during peak-hours, are more important to predict. Alternatively, predicting the average speed on
all freeways from midnight to 5am is not very difficult. Thus, it might be beneficial to have a metric that give more rewards to predicting traffic at tougher locations and times.

**Interpretable traffic prediction**  Many machine learning models are used for traffic prediction. Though, good performance is achieved, the prediction made by the model are usually not interpretable. As shown in Figure 3, it is desirable to identify which spatial and temporal components affect the model’s prediction. Besides, rather than a single prediction, it is more informative to predict a distribution, e.g., the mean and the variance of the Gaussian distribution, which would help decision making as well as other related applications, e.g., travel time estimation [2].
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