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Abstract

Web users are long-standing sources for rich renewable datasets that are exploited in a wide variety
of applications. Such datasets include significant spatial and temporal challenges that shape today’s
techniques and future technologies in the spatial community. This article highlights microblogs as a
renewable source of user-generated data with a great fortune of spatial and temporal information about
users, locations, and events that are exploited in rich applications. The articles covers both data man-
agement and analysis, discussing some of the existing challenges and future directions.

1 Introduction

Microblogs data is a form of web-based user-generated data that is micro in length and could be generated in var-
ious formats, e.g., micro text such as tweets, reviews, or comments, or micro activities such as location check-ins.
This data is very easy and quick for users to generate, consequently, it became very popular as a communication
method among hundreds of millions of web users on various microblogging platforms [36, 120]. The majority
of these users are using microblogs from mobile devices around the clock, which has brought location, time, and
mobility as core aspects of microblogs data research and applications. Furthermore, the richness of microblogs
content has empowered their popularity in various applications. Microblogs contain news, updates on on-going
events, reviews, location information, language information, user information, discussions in politics, products,
and many others. This is being exploited in a wide variety of practical applications [82, 91], including public
health [98, 115], disaster response [22, 23, 35, 53, 54, 59, 65], public safety [113], education [132], real-time
news delivery [16], geo-targeted advertising [93], and several disciplines of academic research such as social
science [119], information modeling [56], human dynamics [111], engagement in education [117], political
sciences [118], behavioral sciences [110], and even medical-related research [116].

In this article, we highlight the spatial aspects of microblogs data research and analysis applications. The re-
search literature of microblogs is rich and includes several major research communities, e.g., data management,
natural language processing, and information retrieval. However, this article mostly focuses on the data man-
agement community, from a spatial perspective, that provides scalable infrastructures for indexing and querying
microblogs. In addition, we highlight major research topics that exploit data management infrastructures to build
spatial applications and analysis modules on top of microblogs, such as visual analysis, user analysis queries,
and event detection. Other major research directions, e.g., natural language processing and information retrieval,
have dedicated survey papers to review parts of their literature [26, 41].

The rest of this article is organized as follows. Section 2 highlights major data management techniques that
deal with spatio-temporal microblogs. Section 3 highlights major data analysis research that builds on top of
data management infrastructures to analyze microblogs. Finally, Section 4 concludes the article and discusses
challenges and future directions.
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2 Microblogs Data Management

The data management stack on microblogs started from the high-level declarative query languages, where there
are few attempts in the literature to standardize query languages tailored for the needs of microblogs, and inspired
by SQL query language: TWEEQL [88] and MQL [81, 83]. In addition to the standardSelect-Project-Joincon-
structs, both languages support spatial and temporal components that shows the inherent spatio-temporal nature
of microblogs data. TWEEQL [88] supports built-in spatial and temporal filters to enable users to manipulate
spatial and temporal attributes natively. Moreover, it allows user-defined functions that are also used to perform
higher-level spatio-temporal analysis, such as automatic geotagging and chronological tracking. MQL [81, 83],
on another hand, promotes thetemporalaspect as a mandatory in all queries, while spatial attributes are manip-
ulated through native constructs in both continuous and snapshot queries.

A core component of managing microblogs data at large scale is spatio-temporal indexing and query pro-
cessing techniques. The research literature has techniques for both aggregate and non-aggregate queries. All
existing queries on microblog include both temporal and top-k aspects regardless their other details. This is
attributed to the nature of microblogs as they come in large numbers around the clock. This large number man-
dates retrieving the most useful k microblogs based on a certain top-k ranking function, otherwise, many useless
data will be reported. In addition, being a kind of streaming data, the data is real-time by nature and many users
and applications are interested in recent microblogs. This inspired almost all the existing techniques to embed
the time aspect by default in the query signature, unless it is disabled by the user. In fact, without using the
time aspect, a query might retrieve data from several years ago, which leads to a significant querying overhead.
So, by disabling this default option, users become aware of the implications on querying performance if they
consider data of long temporal periods.

A generic query signature that represents the major existing microblogs queries is:“Find top-k mi-
croblogs/keywords ranked based on a ranking function F.”In non-aggregate queries that retrieve individ-
ual microblogs, the ranking functionF can betemporal [4, 18, 21], spatio-temporal[84, 85], significance-
temporal[129], orsocio-temporal[37]. In aggregate queries [17, 62, 80, 109], the spatial and temporal aspects
are used as filters for queried data and the ranking functions mostly depend on keyword counts and their derived
measure, e.g., trendline slope, except GEOSCOPE[17] that employs a correlation measure.

Almost all indexing techniques of microblogs are optimized for high digestion rates in a main-memory index
for real-time data indexing, and secondary storage indexing is assumed to have older data to query historical
microblogs. The only exception is TI [21] that primarily uses a disk-based index. With such inherent real-
time nature, all major index structures are temporal in a sense [4, 18, 19, 38, 72, 84, 129, 134] to support various
temporal ranking functions that are listed above (JUDICIOUS [139] is an exception though). For spatial attributes,
both aggregate and non-aggregate queries are supported on spatial microblogs. Several spatial index structures
are designed for different aggregate queries [17, 62, 80, 109], and a few are designed for non-aggregate queries
to retrieve individual microblogs within certain spatial range or nearby a certain location [81, 83, 84, 85]. Details
about differences among these different indexing and query processing techniques can reviewed in [78].

3 Microblogs Data Analysis

This section highlights the major data analysis research for analysis tasks that provide high-level functionality
on microblogs. As microblogs data analysis is a broad literature, we focus on novel research that is related to
the data management community. Specifically, we focus on geovisualization, user analysis, event detection and
analysis, and automatic geotagging.

Geovisualization. Spatial and temporal attributes are used heavily in visualizing microblogs data for differ-
ent applications, e.g., political and disastrous event analysis, disease outbreaks detection, and user communities
analysis. The challenges faced in visualizing microblogs data aligns with the general challenges in visualizing
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(a) Aggregated microblogs on continent level (b) Individual microblogs on street level

Figure 1: Example of aggregation-based visualization based on the spatial dimension.

Figure 2: Example of aggregation-based visualization based on both spatialand language dimensions.

other types of big data [14, 20, 31, 32, 45, 67, 95]. So, several pieces of the proposed research for big data
visualization can be used for microblogs data as one type of big datasets. However, we highlight how visualiza-
tion work on microblogs, as user-generated data, promote temporal and spatial aspects in almost all use cases.
With the micro-length content, microblogs are easy to be generated by users all the time, e.g., a user can easily
generate a tweet in a few seconds or less. This leads to generating a large number of data records in relatively
short times. Visualizing such large numbers is beyond the capacity of existing frontend technologies, such as
mapping technologies, e.g., Google Maps. So, visualization techniques that focus on microblogs try to address
this problem by either aggregation, sampling, or a combination of both. So, we classify microblogs visualization
literature into three categories of techniques: (1) aggregation-based techniques, (2) sampling-based techniques,
or (3) hybrid techniques. The visualization modules in all these categories use underlying querying modules,
both aggregate and non-aggregate queries, to retrieve the data to be visualized. Examples of each category are
highlighted next.

Aggregation-based visualization techniques [3, 28, 39, 52, 58, 87, 101, 108, 112, 125, 128, 131, 136] reduce
the amount of data to be visualized through visualizing aggregate summaries of microblogs at different levels of
aggregation, e.g., different spatial levels or temporal levels, rather than visualizing individual microblogs. Such
aggregation is application-dependent and is usually performed either based on major attributes, e.g., temporal
aggregation [28, 52], spatial aggregation [39, 128], or keyword aggregation [28, 112], or based on derived
attributes, e.g., sentiment [52, 101]. Thus, these techniques are lossless and present all available information in
a summarized form without ignoring any portion of the data. Aggregation could be based on a single attribute
(one-dimensional) or multiple attributes (multi-dimensional). Figure 1 shows an example of aggregation-based
visualization based on a single attribute, the spatial attribute [94]. In Figure 1(a), spatial regions that have a large
number of data points visualize a variable-size circle that shows the number of points in this region. On the
contrary, regions that have sparse data, Arctic Ocean and Norwegian Sea in Figure 1(a), visualize the actual data
points. On zooming on the map view, more detailed data is visualized up to the street level that shows detailed
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Figure 3: Example of sampling-based visualization for tweets with different languages in different locations.

Figure 4: Example of sampling-based visualization for news tweets.

data points, as depicted in Figure 1(b) that shows street-level data in Riverside, California. Figure 2 shows
an example of aggregation-based visualization based on two attributes, the spatial attribute and the language
attribute [39]. In this case, number of microblogs is aggregated in each spatial region and the visualized circle
categories data based on the language attribute to show percentage of microblogs posted in English, Arabic,
Indonesian, Persian, etc.

Sampling-based visualization techniques [79, 107, 126] reduce the amount of visualized data through sam-
pling. A sample of data is selected and visualized as a representative for the whole dataset, while the rest of data
is not visualized. The sampling technique can be classified based on different dimensions. A sample could be
a query-guided sample or an arbitrary sample. An example for a query-guided sample is OmniSci TweetMap1

(Figure 3) that samples tweets based their language as the query predicate filters data based on the language at-
tribute. Another example is TwitterStand [107] (Figure 4) that samples tweets based on textual content that have
news stories. For certain queries, the query predicate is generating a lot of data that still cannot be visualized
efficiently. In this case, applications, e.g., [79], selects an arbitrary data sample to reduce the data size. Unlike
aggregation-based techniques that are lossless, sampling-based techniques might be lossy or lossless depending
on the application and the size of query result. If certain application queries are generating a reasonable sample
size, then all data points are considered. Otherwise, such as in arbitrary sampling, a subset of data points are
ignored and the sampling is lossy.

Hybrid visualization techniques are used in several applications allow to use both aggregation and sampling
to reduce the amount of data to be visualized [24, 60, 87, 89, 90, 114, 135]. For example, event analysis
applications [89, 114] sample microblogs based on their relevance to specific events. Then, event data need
to be aggregated to summarize the event highlights to users, e.g., showing changes over time, space, users, or
topics. Such applications usually do not encounter challenges in visualizing their data as the data size is reduced
over two different phases, sampling and aggregation, which leads to significant reduction in their size and ease
the visualization task.

Automatic geotagging. Geo-locations are heavily exploited in several microblogs applications, such as

1https://www.omnisci.com/demos/tweetmap/
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localized event detection [2], geo-targeted advertising [93], local newsextraction [107], user interest infer-
ence [44], and finding local active users [61]. With all such importance of geo-location data in microblogs
applications, still the majority of microblogs are not associated with precise location information. In fact, a
small percentage (<4%) of popular microbologging data, e.g., Twitter, is associated with locations sourced
from user devices. This triggered a need to associate location information with more microblogs data automati-
cally to exploit as much microblogs as possible in location-aware applications. However, traditional geotagging
techniques are limited for enriching microblogs location data due to the brevity of microblogs textual content.
Such brief text contains a lot of abbreviations and noisy words that make it hard for named entity recognizers to
extract accurate places and locations.

Most of microblogs geotagging techniques use a single microblog record at a time [70, 99, 104, 48, 55, 86,
73, 6, 30, 29]. This works on two stages. The first stage is a feature extraction stage, such as keywords and named
entities places extraction from brief textual contents. The second stages is a classification based on the extracted
features. A common problem in these techniques is that precision significantly drops for the practical margins of
error distance, which represents the distance between actual location and predicted location. To overcome this
problem, a newer technique [70] proposed to process microblogs as collections instead of individual records,
which has shown tremendous enhancement in prediction precision and recall (95+%) within 100 meters error
distance.

Event detection and analysis. Event detection and analysis has gained tremendous attention with the rise
of microblogging platforms [1, 2, 5, 8, 9, 12, 25, 27, 34, 37, 43, 49, 50, 51, 63, 64, 68, 71, 74, 76, 92, 96,
97, 102, 103, 105, 127, 133, 137, 138, 142, 144, 146, 147, 148]. The reason is the popularity of event-related
updates that are posted by users through microblogs around the clock. This includes a wide variety of both
short-term and long-term events, such as concerts, crimes, sports matches, accidents, natural disasters, social
unrest, festivals, traffic jams, elections, and conflicts. Analyzing the event-related microblogs enabled several
applications at different levels of importance, including crucial applications, e.g., rescue services and emergency
response [22, 23, 35, 53, 54, 59, 65], leisure applications, e.g., detecting entertainment events, and in-between
applications, e.g., news extraction based on events [16], event-driven advertising [93], public opinion analysis
for political campaigns [122, 123], and analyzing protests and social unrest [10, 57, 121].

The rich literature of event detection and analysis on microblogs can be categorized into three main cate-
gories: (1) detecting arbitrary events, (2) detecting specific types of events, e.g., earthquakes or sports games,
and (3) analyzing pre-defined events. Detecting arbitrary events have either no predefined or at most very high-
level characteristics. For example, looking for local events in a certain city [2, 37] without determining any
specific characteristics of such events. Such techniques generally has some, or all, of five main stages: (a)fil-
tering & feature extraction, (b)grouping, (c)scoring, (d)summarization, and (e)visualization. All these stages
use spatial and temporal aspects of microblogs heavily [2, 8, 37, 64, 68, 102, 127, 137, 138, 142, 144, 148], due
to the inherent nature of events that has spatial and temporal extents in most use cases. Only the summarization
stage that uses the textual content more than other features.

Detecting event of specific types is another major direction of event detection techniques that have a set of
distinguishing information to characterize the event, e.g., crimes, earthquakes, or traffic jams. These techniques
have three main stages: (a)feature extraction, (b)event classification, and (c)visualization. The feature extrac-
tion mostly use temporal and textual attributes [51, 71, 74, 145], and occasionally uses spatial attributes [51].
The visualization stage though uses spatial and temporal aspects in almost all cases to provide users with a use-
ful visualization of where and when real-life events happen. This also happens in event analysis applications,
that do not detect events, instead they take an event as an input and analyze its data in different ways, including
spatio-temporal visualization and slicing. An example is the Syrian revolution that is a long-term event that is
known beforehand with a set of features such as keywords and locations. Such applications work mostly on
two stages: (a)filtering and (b)visualization & analysis, where both of them heavily use spatial and temporal
attributes [11, 114].

User analysis. The importance of microblogs in different applications originates from its user-generated

45



nature, where hundreds of millions of users worldwide are posting aroundthe clock. Among the ma-
jor analysis directions is analyzing the user behavior related to different topics, locations, and communities
based on their profiles and content of their microblogs. The literature of user analysis techniques on mi-
croblogs can be classified into techniques that either (1) find top-k users according to a certain ranking cri-
teria [75, 61, 15, 124, 46, 106, 33, 77, 130, 7, 13, 140, 143, 69, 40], e.g., top-k influential users for a certain topic
or top-k active users in a certain location, to provide useful answers for higher-level applications, or (2) classify
users based on certain characteristics [47, 42, 66, 100, 141]. The first category, which is the majority of existing
work, makes use of spatial and temporal attributes at different stages of the analysis. First, a user is profiled
based on their spatial and temporal behavior, in addition to other pieces of information, such as keywords and
followers/friends. Second, the user spatio-temporal information is used for indexing or modeling. Third, the
indexed/modeled spatio-temporal signatures are used by query processors to answer application-level queries.

4 Conclusions and Future Directions

This article has highlighted the major spatio-temporal data management and analysis research work on user-
generated microblogs as a renewable source of data that flows all the time from all locations. The rich literature
of research on microblogs data faces several big challenges and is still rich with opportunities on different fronts.
Focusing on spatio-temporal aspects, combing social information with real-time spatio-temporal information
still underutilized in supporting scalable personalized queries on real-time data. In addition, there is almost no
work on studying the implications of the novel real-time indexing techniques on query optimization models for
spatio-temporal data.

In terms of data analysis, there are several untackled challenges. First, real-time geotagging of microblogs
data. Although recent work started to tackle this problem [29, 30], there are still challenges in reducing the
geotagging time due to the high computational cost of this task. Achieving the goal of attaching locations to
microblgs as they come will widely impact a plethora of location-aware applications that are built on top of
microblogs. Second, developing a unified event detection framework that allows users to express different types
of event-based queries. Third, integrating the rich literature of user analysis techniques with the scalable data
management infrastructures, e.g., indexes and query processors, in microblogs systems. Such integration will
allow a variety of user-centric applications to be supported at scale.

Another direction that is not yet popular in geovisualization of micorblogs is adaptive sampling. Currently,
any interaction for end users with the map view will not change the content of this sample. User interactions
only change the subset of this sample that is shown on the map. On the contrary, interactive sampling changes
the sample content based on user interactions. At the beginning, an initial sample of 100K, for example, is
visualized from all locations including 30K microblogs in US. When the user filters out data to show only US
microblogs, the visualized US microblogs can be increased to 100K as it is solely visualized. Such interactive
technique is exploiting the whole capacity of frontend technologies while increasing the overall amount of data
visualized to users. Such technique is not heavily used and has several research challenges to support large-scale
data.

In addition to enhancing different analysis modules, there is a dire need to integrate such rich literature of
analysis techniques with microblogs data systems to widen the impact of microblogs research in a practical
sense. Such integration will have tremendous impact of a plethora of applications that benefit the society, the
research community, and business applications, including public health, disaster response, public safety, and
education. The feasible way to achieve such goal is abstracting different analysis tasks on microblogs into basic
building blocks that can be supported in microblogs systems, inspired by SELECT-PROJECT-JOIN building
blocks in SQL database management systems. Such task is huge and shall be started with developing generic
frameworks for different analysis tasks, as discussed in our prior work [78].
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